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Abstract—Prior work considers the multi-phase secure (MPS)
task model, in which tasks execute across multiple security
domains that have significant preemption costs. Balancing block-
ing times with preemption overhead to guarantee schedulability
requires finding an optimal placement of preemption points,
which prior work has addressed for earliest deadline first (EDF)
scheduling of MPS tasks. Here, we present fixed-priority (FP)
algorithms for this task model, and investigate whether both the
FP and EDF problems can be represented and solved as an
ILP. We determine that an ILP solution is feasible, but does
not improve performance for single-core problems. However, we
show that the ILP can be extended to partitioned scheduling on
identical multiprocessors, where performance is improved over
an iterative algorithm.

Index Terms—real-time systems, limited-preemption schedul-
ing, multi-phase secure tasks, mixed-integer linear programming

I. INTRODUCTION

In modern computing systems, tasks often execute in phases
across multiple computational domains. For example, security-
sensitive phases may require isolation in a trusted execution
environment (TEE); other phases might be offloaded to a GPU
or FPGA [1]. In these contexts, task preemption may introduce
significant overhead – for example, switching into a TEE
has been found to incur a penalty exceeding 100 µs [2]–[4].
Furthermore, the cost of preemption depends on the domain in
which the phase executes – for example, if a task is preempted
while executing inside a TEE, the preemption cost may include
encrypting and copying the data out of the enclave.

If a fully-preemptive scheduler is used, the preemption cost
may inflate execution times dramatically, causing the task
system to become unschedulable. As such, for domain with
high preemption costs (such as TEE execution), many systems
schedule phases non-preemptively. However, this may lead to
priority inversion, with high-priority tasks blocking on long-
executing phases of lower priority tasks and missing deadlines.

In the limited-preemption task model [5] that was intro-
duced to deal with such problems, tasks are allowed to run
non-preemptively only part of the time, which reduces the
preemption overhead while bounding blocking times. The
multi-phase secure (MPS) task model extends limited pre-
emption to multi-phase tasks with domain-specific preemption
overheads [1]. In the MPS model, the startup and teardown
overheads of an execution domain are unavoidable during
phase transitions, so these serve as natural preemption points.

Additional preemption points can be inserted into the middle
of a phase as necessary. Under these assumptions, [1], [6]
present iterative algorithms to find (if it exists) the minimum
number of preemption points to insert into each task phase
such that there is an acceptable tradeoff between preemption
overhead and blocking time to guarantee EDF schedulability.

Our goal in this paper is to consider whether ILPs are
useful for expressing and solving the problem of finding
preemption points to guarantee schedulability in MPS task
systems. Indeed, in [7] – in which the traditional limited-
preemption model is extended to select from a fixed set of
potential preemption points with unique costs – the authors
note that while such problems may be solved using ILPs,
execution time may scale exponentially with the number
of preemption points, hypothesizing that they could rapidly
become infeasible. However, under the MPS model, only the
number of preemption points must be found, suggesting that it
may be possible to solve the problem using an ILP with many
fewer constraints and consequently better scaling behavior.

Moreover, in the iterative algorithm for EDF scheduling
of MPS tasks, the problem of computing the number of
preemption points might require evaluation of every time point
in an exponentially-sized testing set [1], [6], which could
result in poor performance on large task systems. While ILPs
in general also have exponential time complexity, off-the-
shelf solvers often achieve very good performance on many
problems. This paper therefore considers ILPs as an alternative
approach for both EDF and fixed-priority scheduling of MPS
task sets, implementing them using SCIP [8], an open-source
ILP solver, to evaluate their execution time feasibility.

To provide a basis of comparison for the ILPs, we use the al-
gorithm of [6] for limited-preemption EDF scheduling of MPS
tasks. For fixed-priority scheduling, we adapt the algorithm of
[9] to the MPS model, adjusting it to insert the minimum
feasible number of preemption points while accounting for
different preemption costs across phases. Though we find
for these algorithms that ILPs might not improve execution
times, they are still efficiently solvable, making them feasible
to use during offline scheduling decisions. Furthermore, the
added expressiveness of formulating the problem in this way
gives rise to extensions of the model, e.g., to partitioned
fixed-priority scheduling on a multiprocessor. We show that
solving such an ILP with SCIP gives better execution time
performance than an iterative partitioning algorithm.
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II. BACKGROUND AND RELATED WORK

Limited-preemption scheduling balances the increased
blocking times of non-preemptive execution with the increased
overheads caused by context switching. The original model
minimizes context switching by finding the longest time each
task may execute non-preemptively without compromising
schedulability [5], [10], but does not account for the worst-case
overhead due to the resulting preemptions. Later approaches
account for both blocking time and preemption overheads by
defining instants that preemption can occur during task exe-
cution (called preemption points) to guarantee schedulability.
In [11], an algorithm is developed to find preemption points
for tasks scheduled with EDF under the assumption that the
preemption overhead for each task is constant. A similar model
for fixed-priority (FP) scheduling was developed in [9]. In [7],
tasks are modeled as sequences of “basic blocks,” and algo-
rithms are presented for selecting preemption points between
those blocks for both EDF and FP scheduling. Although less
flexible than the earlier “floating” preemption point models
where a preemption point can be placed anywhere, that model
allows different preemption costs between blocks.

The multi-phase secure (MPS) task model was introduced
in [1]. Motivated by tasks that execute in phases sequentially
across different security domains (e.g., TEEs) with unique
preemption costs, the model considers a set of constrained-
deadline, sporadic tasks {τi : τi ∈ Γ} characterized by a
period (minimum inter-arrival time) Ti and relative deadline
Di ≤ Ti, both of which are assumed to be integers ≥ 1, and
a sequence {τi,j} of phases. Each phase represents a block of
work that occurs in some domain – e.g., an initial phase that
runs in non-secure mode on a CPU, followed by a phase that
must run in a TEE or co-processor. Each phase τi,j has an
associated execution time ci,j and a setup/teardown cost qi,j
that must be paid at least once when switching into and out
of the phase, and again whenever it is preempted.

From the analysis in [1], preemption points spaced evenly
within a phase minimize blocking time in systems with
sporadic or asynchronous job releases. An integer xi,j ≥ 1
denotes the number of equally-sized non-preemptive segments
in which phase τi,j may execute, allowing no more than
xi,j−1 preemptions. Consequently,

βi,j =
ci,j
xi,j

+ qi,j (1)

represents the maximum time that phase τi,j may block execu-
tion of higher-priority tasks. Consequently, βi = maxj{βi,j}
is the maximum blocking time imposed by task τi. The total
execution time, with overheads, of task τi is

Ci =
∑
j

ci,j + xi,jqi,j . (2)

The problem is to assign values (if they exist) to each
term xi,j to guarantee schedulability. An algorithm to find
minimum values for each xi,j , thereby minimizing Ci, for
EDF scheduling of MPS task systems is presented in [1]
and improved in [6] with pseudo-polynomial running time

for bounded-utilization task sets. The latter is similar to the
algorithm in [11], but supports domain-specific preemption
costs rather than a constant overhead per task. In this paper,
we similarly extend the algorithm in [9] to FP scheduling of
MPS tasks, then construct ILPs to solve both problems.

Limited-preemption also has been extended to partitioned
scheduling in multi-core systems. By transformation from bin
packing, partitioned scheduling is by itself NP-complete in
the strong sense [12]. However, heuristics exist that often can
find feasible partitions if they exist [13]. These heuristics are
extended to limited-preemption tasks in [14]; however, they
do not provide an exact solution, and have not been fully
integrated with the MPS task model. In this paper, we construct
an ILP for exact schedulability analysis of partitioned FP
scheduling of MPS tasks.

Other work on limited-preemption scheduling [15], includ-
ing cache-aware analysis [16], probabilistic [17] or “typical”
execution models [18], and conditional control flows [19], [20]
are outside the scope of this paper.

III. EDF SCHEDULING OF MPS TASKS

In this paper, we propose an ILP as an alternative to the
iterative algorithms in [1], [6] for EDF schedulability analysis
of MPS tasks. EDF schedulability analysis for constrained-
deadline tasks is coNP-complete in general [21], [22], and
requires checking processor demand at a number of time points
that may grow exponentially with the number of tasks. An ILP
therefore may be an attractive alternative where the testing set
(the set of time points to check) is very large.

A. Background

The algorithm in [1] is a two-step approach to solving
the limited-preemption EDF problem. First, it iterates over
every time point in the testing set T = {td ≡ k · Ti +Di}
for k ∈ N, stopping at Dmax = maxτi{Di}. At each point,
it checks the available “slack”:

S(td) = td −
∑
τi

DBF(τi, td) (3)

where the demand-bound function DBF represents the maxi-
mum possible execution time required by instances of the task
that have deadlines before td:

DBF(τi, t) = max

(⌊
t−Di

Ti

⌋
+ 1, 0

)
· Ci (4)

The algorithm then checks if any lower-priority task can
block for longer than the available slack; if so, it inserts
additional preemption points until the blocking time of each
lower-priority task is less than or equal to the available slack.

Second, once preemption points are fixed, the algorithm
tests the remaining time points in T , ensuring that slack
remains ≥ 0. As shown in [23], when total utilization U < 1,
only points in T not exceeding the following upper bound
must be checked:

min

(
lcm(T1...Tn),max

(
Dmax,

∑n
i=1 Ui · (Ti −Di)

1− U

))
.
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The approach is further refined in [6] by identifying that
for systems of implicit-deadline tasks (Di = Ti), the second
step can be replaced by a fast utilization check. Otherwise,
however, the entire testing set must be checked up to the above
bound. This set can become very large for systems with many
tasks, particularly as the utilization approaches 1.

B. ILP Representation

The longer second stage of the described algorithm can
be replaced with an ILP, where the objective is to find the
minimum slack at any time point td, and check whether the
result is ≥ 0. After running the first stage, we first check the
total utilization. If U > 1, we return unschedulable. Otherwise,
we construct and solve the following ILP:

1) Define a variable T ≥ Dmax, representing the td with the
minimum slack. To avoid issues with numerical instability
in SCIP, we constrain T ≤ H , where H is the hyperperiod.

2) Next, construct a representation of Equation 4. For each task
τi, define an integer variable Zi that represents the number
of job releases in the time up to td; in other words,

Zi = max

(⌊
T −Di

Ti

⌋
+ 1, 0

)
.

Since T ≥ Dmax, the first term of the max function is non-
negative and thus Zi =

⌊
T−Di

Ti

⌋
+1. Since Zi is an integer,

this is enforced by the following constraint:

T −Di

Ti
< Zi ≤

T −Di

Ti
+ 1

SCIP does not support strict inequalities, so the < on the
LHS is replaced with ≤. However, this does not change
the solution produced: if the solver finds a solution where
T−Di

Ti
is a valid integer solution to Zi, then T−Di

Ti
+ 1

is also a valid integer solution. We have structured our
ILP to minimize slack, and increasing Zi (i.e. increasing
the number of times a task runs up to some time point)
will always increase the DBF, and therefore reduce slack.
Therefore, the ILP solver will always choose T−Di

Ti
+ 1 as

the solution to Zi given either form of the constraint.
3) From Equation 3, the slack at any time point T then be-

comes S = T −
∑

τi
ZiCi. As we are seeking to minimize

the slack across all T , we can turn this into a constraint:

S ≥ T −
∑
τi

ZiCi

Finally, to determine schedulability, we execute the solver
to minimize S and check that S ≥ 0.

IV. FP SCHEDULING OF MPS TASKS

From [24], a fixed-priority, constrained-deadline task system
(indexed in decreasing priority order) that experiences block-
ing (as in the MPS model) is schedulable if and only if:

∀τi, ∃t ≤ Di : t ≥ Ci+

(
i−1∑
k=1

⌈
t

Tk

⌉
× Ck

)
+max

∀k>i
{βk} (5)

Algorithm 1 Fixed-Priority MPS Task Scheduling

1: Input: Set Γ of n constrained-deadline MPS tasks
2: Output: Values xi,j indicating the number of equal-sized

non-preemptive regions in each phase τi,j
3:
4: β1 = ∞ ▷ Max blocking time by τ1
5: C1 = 0 ▷ Execution time of τ1
6: for all τ1,j ∈ τ1 do
7: x1,j = 1
8: C1 = C1 + c1,j + q1,j
9: end for

10: B̂1 = D1 − C1 ▷ Blocking tolerance of τ1
11:
12: if B̂1 < 0 then return Not Schedulable
13:
14: for i = 2, . . . , n do ▷ Remaining tasks
15: βi = min(βi−1, B̂i−1) ▷ Max blocking time by τi
16: Ci = 0 ▷ Execution time of τi
17: for all τi,j ∈ τi do ▷ Assign xi,j for each phase
18: if qi,j ≥ βi then return Not Schedulable
19: xi,j =

⌈
ci,j

βi−qi,j

⌉
20: Ci = Ci + ci,j + xi,j · qi,j
21: end for
22: B̂i = maxt∈Ti

(
t− Ci −

∑i−1
k=1

⌈
t
Tk

⌉
× Ck

)
23: if B̂i < 0 then return Not Schedulable
24: end for
25: return {xi,j}

where βj represents the maximum amount of time that τj can
block other tasks, e.g., by running non-preemptively.

In this section, we present two algorithms to assign values
xi,j (the number of non-preemptive chunks in each phase) to
guarantee FP schedulability of MPS tasks.

A. Iterative Solution

[9, Algorithm 2] is an iterative procedure for finding the
maximum length of time βi that each task τi may run without
preemption while allowing the system to remain schedulable.
Here, we adapt that algorithm to MPS task systems, making
a few key changes. Our procedure is outlined in Algorithm 1,
using the notation introduced earlier in this paper, which
follows the more recent notation in [1].

The algorithm iterates over tasks in descending priority
order, computing for each task τi the maximum time βi

that it can block higher-priority tasks without compromising
schedulability. It also computes the blocking tolerance B̂i for
each task τi. This is defined in [9] as the maximum time τi
can be blocked by lower priority tasks while still meeting its
deadline, i.e., the maximum value that maxj>1{βj} can take
such that the recurrence in Equation 5 is satisfied.

For τ1, the blocking tolerance is just its slack D1 − C1, and
β1 = ∞ since there are no higher-priority tasks for it to block.
For subsequent tasks, the maximum allowed blocking time βi

is just the minimum blocking tolerance of all higher-priority
tasks; the iteration order guarantees these values have already
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been computed. Unlike [9, Algorithm 2], lines 17–20 of our
algorithm compute the resulting number of non-preemptive
regions for each task phase, as well as the resulting task
execution times. The blocking tolerance B̂i is then computed
on line 22 by testing times td ≤ Di in the testing set Ti,
i.e., those times where the RHS of Equation 5 can change:
Ti = {td ≡ m · Tk +Dk} for m ∈ N and k < i.

We note that [9, Algorithm 2] computes the maximum
length of non-preemptible regions of each task under the
assumption that task execution times remain unchanged, i.e.,
the addition of preemption points does not affect a task’s
blocking tolerance. This means that the given task set has
to be checked a priori for feasibility when scheduled fully
preemptively without overheads, but schedulability does not
have to be reconfirmed while the procedure executes. In
contrast, our algorithm has to compute B̂i for each task
after preemption points are assigned to each phase, since
the resulting overhead impacts the task’s execution time. In
line 23, if the blocking tolerance is negative, the task set
is deemed unschedulable – this check removes the need for
a prior feasibility test while also ensuring that the task set
remains schedulable as preemption points are inserted.

B. ILP Solution

Starting with the problem definition above, we build on
the ILP representation of FP response-time analysis in [25]
and the representation of the FP constrained-deadline elastic
scheduling problem in [26]. An integer variable xi,j ≥ 1, as
defined in Section II, indicates how many times phase τi,j of
task τi may run non-preemptively. The worst-case execution
time of τi is given by Equation 2, and the blocking time βi of
the task is thus the maximum blocking time among its phases,
βi = maxj{βi,j}, with βi,j given by Equation 1.

The following steps construct an ILP for Equation 5:

1) For each task τi, define a real-valued variable 0 < ti ≤ Di

representing a value of t for which Equation 5 holds.
2) For each pair of tasks τi, τk with k < i, define an integer

variable Zi,k ≥ ti
Tk

. Because Zi,k is an integer, it will re-
spect the ceiling operator (⌈ ⌉) in Equation 5. This represents
the number of jobs of the higher-priority task τk that can
interfere with a job of τi. Note that we do not provide any
upper bound on Zi,k; however, for some t, decreasing Zi,k

can only reduce the right-hand side of Equation 5. As the
ILP solver must make the right-hand side of Equation 5
small enough for some t in order to form a valid solution,
it will naturally minimize this variable if needed.

3) For every task τi, define a real variable βi that represents the
time τi can block higher-priority tasks. This is the maximum
blocking time among its phases, so for each phase, add a
constraint βi ≥ ci,j

xi,j
+ qi,j .

4) For every task τi, define a variable Bi representing the
maximum time it can be blocked by lower-priority tasks.
Then for every pair of tasks τi, τj with j > i, we add the
constraint Bi ≥ βj .

5) For every task τi, add a final constraint for Equation 5,
where ni represents the number of phases in τi:

ni∑
j=1

ci,j +

ni∑
j=1

qi,jxi,j +

i−1∑
k=1

Zi,kCk

+

i−1∑
k=1

nk∑
j=1

qk,jZi,kxk,j +Bi ≤ ti

(6)

If the task system is schedulable when introducing preemp-
tion points, then the ILP solver will be find a set of values
xi,j that satisfy all constraints at some ti for each task.

Our ILP can be configured either to find a feasible solution –
some combination of xi,j that ensures the system is schedula-
ble – or an optimal solution, which additionally minimizes the
total preemption cost. To find an optimal solution, construct
the ILP to additionally minimize

∑
i,j xi,j

qi,j
Ti

since each
term is proportional to the amount by which increasing xi,j

increases utilization.

V. PARTITIONED FIXED-PRIORITY SCHEDULING

In this section, we illustrate one of the benefits of using an
ILP to express scheduling problems for MPS tasks – namely,
that the expressive power of ILPs allows straightforward
extensions with additional constraints, e.g., for alternative
scheduling models. Here, using an approach inspired by [27],
we extend our ILP from Section IV-B to partitioned FP
scheduling across m identical processors.

As in [27], for every pair of tasks τi, τk, we define a
zero-one variable si,k with the intended interpretation that it
takes the value 1 if the two tasks are scheduled on the same
processor, or 0 otherwise. The tasks are schedulable if and
only if there exists, for each task τi, a ti ≤ Di that satisfies

ti ≥ Ci +

(∑
k<i

⌈
ti
Tk

⌉
Ck · si,k

)
+max

∀k>i
{βk · si,k} (7)

In other words, for each task, only other tasks that run on
the same processor will contribute towards the execution time
and blocking time portions of the recurrence. Similarly to [27],
we first set up constraints to enforce our definition of si,k:

1) For each task τi and processor p, define a zero-one variable
zi,p, with the interpretation that it takes the value 1 if and
only if τi executes on processor p. To represent that each
task should be assigned to exactly one processor, we add a
constraint for each τi that

∑m
p=1 zi,p = 1.

2) For each pair of tasks τi, τk with i < k, and each proces-
sor p, define a zero-one variable yi,k,p with the intended
interpretation that it takes the value 1 if and only if τi
and τk both execute on processor p. We enforce this
using a SCIP AND constraint, yi,k,p = zi,p ∧ zk,p. For
solvers that do not support boolean expressions, this can
instead be enforced with linear constraints using established
linearization techniques [28].

3) Then, construct a constraint for si,k by summing over all
possible processor cores: si,k =

∑m
p=1 yi,k,p.
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Fig. 1: Mean times to determine schedulability and find preemption points. Note the different y-axis scales. The vertical
ordering of the series matches the ordering of the legend.
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Fig. 2: Mean times for FP scheduling. Note the different y-axis scales.

Then, we add the same constraints as our formulation in
section IV-B, while making the following changes:

1) We update our definition of Zi,k so that it represents the
term

⌈
ti
Tk

⌉
· sik with only linear constraints. As in [27], it

is constrained as Zi,k ≥ 0 and

Zi,k ≥ ti
Tk

−M1(1− si,k) (8)

where the constant M1 = Dmax + 1. If si,k = 0, in-
dicating that the tasks run on different cores, then
M1(1− si,k) = M1. Since Tk ≥ 1 and ti is constrained
as ti ≤ Dmax, this is sufficient to guarantee that the RHS
of (8) evaluates to a negative value, and so Zi,k takes the
value 0. Otherwise, if si,k = 1, then M1(1− si,k) = 0, and
since Zi,k is an integer it takes the value

⌈
ti
Tk

⌉
.

2) Similarly, we must update our definition of Bi so that
it represents the term maxk>i{βk · si,k} with only linear
constraints. Here, we let M2 = Dmax+1; this value will be
larger than the WCET of any task, and consequently, larger
than any task’s maximum possible blocking time. Then for
every pair of tasks τi, τk with k > i, we add constraints of
the form Bi ≥ 0 and

Bi ≥ βk −M2(1− si,k) (9)

By the same logic as before, Bi ≥ βk if and only if τi and
τk execute on the same core.

With these changes, we add a constraint of the form in
Equation 6. An MPS task set is partitioned-FP schedulable on
m identical cores if and only if a set of values xi,j describing

the preemption points for each task phase and zi,p describing
processor assignments are found to satisfy the constructed ILP.

VI. EVALUATION

We evaluate the performance of our algorithms using a C++
simulation on randomly-generated synthetic MPS task sets,
into which we link version 8 [29] of SCIP [8] to solve the
ILP. Following the methodology in [1], the number of phases
for each task is selected uniformly from 1–4, and task periods
are selected uniformly from the integers 10–30.

All tests were performed on a server with two Intel Xeon
Gold 6130 (Skylake) processors running at 2.1 GHz, and with
64GB of memory. Multiple task sets were evaluated in parallel;
each task set was given a single thread in which to run.

A. EDF ILP

To test the performance of our EDF ILP in Section III-B,
we generate task sets of size n from 3–20 with total uti-
lizations U = 0.1...0.9 in increments of 0.1. [6] hypothesized
that the iterative algorithm would run more slowly for task
sets with utilizations close to 1; therefore, we also test
U = {0.95, 0.98, 0.99, 0.999}. Total utilization is distributed
among tasks using the UUniFast algorithm [30], which follows
a uniform random distribution. As in [6], after periods are also
generated, UUniFast is invoked again for each task to dis-
tribute its resulting total execution time among the execution
times ci,j and setup/teardown costs qi,j for each of its phases.

As the ILP step is unnecessary for implicit-deadline tasks,
we randomly select a deadline uniformly from the integers
between the task’s execution time and period. For each com-
bination (n,U), we generate 1000 task sets. For each test, we
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Fig. 3: Comparison of EDF and FP schedulability.
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Fig. 5: Mean times for partitioned FP ILP solution. Note the log scale of the y-axis. The vertical ordering of the series matches
the ordering of the legend.

run the EDF ILP from Section III-B and the iterative procedure
in [6, Algorithm 1] and record their execution times.

Results are shown in Figure 1. Although the execution time
of the iterative algorithm does increase when U is very close to
1, the increase is not as large as hypothesized. One contributing
factor to this is that in a constrained-deadline system, the
schedulability ratio of tasks where U is close to 1 is very low
– for example, with 20 tasks, less than 1% of the task systems
are schedulable when U ≥ 0.98. As the iterative algorithm
terminates once it deems a task set unschedulable, it rarely
evaluates the entire testing set. We further observe that the ILP
generally exhibits execution times that are orders of magnitude
higher than the iterative algorithm. Nonetheless, it completes
in under 8ms on average, remaining feasible as an approach
to schedulability analysis.

B. Fixed-Priority Uniprocessor ILP

To evaluate our FP uniprocessor implementations, we con-
sider sets of n tasks from 3–20 with total utilizations U from
0.1–1.0 in increments of 0.1. For each combination (n,U), we
generate 1000 task sets according to the above methodology.
Tasks are assigned rate-monotonic (RM) priorities.

Figure 2 compares the performance of the ILP and iterative
approaches. We observed no significant performance differ-
ences when evaluating tasks with implicit deadlines compared
to constrained deadlines generated as before. Figure 2 there-
fore displays just the results for implicit-deadline tasks with
U = 0.8 as a representative example. We observe that the
feasible (finding values xi,j to guarantee schedulability) and
optimal (finding schedulable values of xi,j that also minimize
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utilization) versions of the ILP have almost equivalent average
execution time behavior. Furthermore, although both the ILP
and iterative approaches exhibit similar scaling behavior with
the number of tasks, the ILP solution is much slower in all
cases than the iterative solution.

For practitioners deciding between EDF and rate-monotonic
FP scheduling for systems of MPS tasks, we also compare the
schedulability of these approaches. Figure 3 shows the schedu-
lability ratios as total utilization U approaches 1 for both
constrained-deadline and implicit-deadline task sets, using the
same total utilizations tested in Section VI-A. With implicit
deadlines, schedulability ratios remains close to 1 for task sets
with U ≤ 0.7. For larger utilizations, EDF schedules more sets
of 20 tasks than 3, whereas FP schedules more sets of 3 tasks
than 20. This makes sense, since our method for generating
tasks typically assigns larger preemption costs to systems with
fewer tasks. Since the utilization bound of preemptive EDF is
unaffected by the number of tasks, it makes sense that lower
preemption costs yield better schedulability. Preemptive rate-
monotonic scheduling, however, has its schedulable utilization
decrease with larger task sets [31], an effect that we observe to
dominate the improvements of smaller preemption overheads.
For constrained deadlines, on the other hand, EDF schedula-
bility is lower for 20 than 3 tasks.

C. Fixed-Priority Partitioned Multicore ILP

To evaluate the performance benefits of our partitioned FP
multiprocessor solution, we compare it to a simple iterative
algorithm that generates every possible partition of a given set
of tasks onto a given number of cores, then uses Algorithm 1
to test the schedulability of each individual subset. When
configured to find a feasible solution, our algorithm begins
with more uniformly-distributed partitions, terminating once
it finds a partition for which all subsets are schedulable.
When configured to find an optimal solution, it iterates over
all partitions to find the solution with the lowest preemption
overhead. We note that there are many heuristics that may
find schedulable partitions more quickly [14]; however, these
approaches generally do not provide exact schedulablility
analysis, as does our ILP approach.

We generate task sets of size n from 10–20 with total
utilizations U from 1–8 in steps of 1. For each combination
(n,U), we generate 50 sets using the above methodology. This
time, however, we distribute utilizations uniformly using the
Dirichlet Rescale (DRS) algorithm [32], [33], which allows us
to limit each individual task’s utilization to 0.8, ensuring that
it can be partitioned successfully onto a CPU core.

As shown in Figure 4, iteratively testing all partitions
quickly becomes infeasible as the number of tasks is increased.
When finding a feasible solution, the solver can execute
quickly when utilization is low, as the first few tested partitions
are likely to be feasible. However, once utilization is increased,
finding a feasible solution can take over 1000 seconds. When
searching for an optimal solution, which requires testing all
partitions, the solver took over an hour to run on sets of 14

tasks. For sets of 15 tasks, the solver was not able to finish
running in a reasonable amount of time.

Figure 5 shows the ILP execution times, which are signifi-
cantly faster. For sets of 14 tasks, the ILP can find a solution
in just a few seconds. Even for sets of 20 tasks, the execution
time of the ILP is on the order of hundreds of seconds –
significantly faster than that of the iterative solution with just
14 tasks. Additionally, the gap in execution times between
the feasible- and optimal-solution configurations of the ILP is
much smaller; its execution times are reasonable for sets of
20 tasks even when configured to find an optimal solution.

VII. CONCLUSION

In this work, we evaluate the applicability of ILPs to the
multi-phase secure task model defined in [1]. We demon-
strate feasibility of an ILP representation for schedulability
analysis under this model. Although these suffer from higher
execution times than corresponding iterative algorithms for
uniprocessor scheduling problems, we demonstrate that ILPs
can be extended easily to account for additional scheduling
constraints. Moreover, for partitioned FP scheduling on an
identical multiprocessor, an ILP has significant performance
advantages over an exact iterative solution.

As future work, we plan to investigate whether the EDF
ILP can be further optimized by structuring it as a feasibility
problem (i.e., identifying a time point with negative slack)
rather than an optimization problem (finding the minimum
slack). We also intend to investigate whether the partition-
ing heuristics in [14] can be used to guide the ILP and/or
the iterative solution toward feasibility in less time while
still finding an exact solution. We also intend to investigate
whether, under this task model, analysis of upper bounds on
the number of times a task can actually be preempted can
benefit the model by reducing the accounted overhead, and
consequently improving schedulability. Finally, we intend to
investigate extensions to conditional execution models.
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